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SUMMARY

An efficient class of estlmators for estlmatmg popu]atxon mcan has been c°n-
sidered using supplementary information on two auxiliary variables, one of
whichi is used at the sample selection stage and other for improving the
* estimator at the cstlmatlon stage This generalizes the estimators suggested -
by Agarwal and Kumar {1] and Jhajj 'and Srivastava [2]. Asymptotic' expres- .
'sions for bias and mean squared error (MSE) of the estimators in the class
‘have been obtained. - . '

Kcywards-: Class of estlmators, Aux:hary vanables Bias, Mean squared
error.

. ' Introduction

with the study variable y is available. Leta sample of size n be drawn

-i=1,2,..., N. Let y; and x denote respectively the va]ues of the vari-
able y under study and the auxiliary variable x for the. ith urit of the
populatlon. Also let Y and X denote the respective populatlon means.

Suppose information on two auxxlxary _variables hlghly correlated.

with PPS sampling with replacement. Let P; denote the probabxhty of
selection (bascd on one of the two auxiliary variables) of its unit a,.’
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. o n . n
Write, 1wy = va;)‘ V= Nif‘)( s Un =—’1~1 z uy, v—,-, = 1;-2 v
' i=1 i=1. .
and
n

The following notations are uséd :

M

N
= > Pu—9 ot =S P (- BN CL=olP,

i=1 i=1
. N 3 '
Ci= 0% |X% 3y, =.21 Pi(u; — Y)" (v —X)’, pwr = G..I;v v
1 =
S Y %, i
$= Yoz ’ Pa = 03’a1= LH and B, = e3.
Defining
Wl Z= e (@—T), 8=W—1,1=Z—]1,
X Ty
we have
¢

n’

pn- L= (2] -0 e 2zo

E (d) ='7’: ou’CuC’
_ ‘ o
E(en) = % ¢ Cu and E(n) =2

Using supplementéry‘informati'on on two auxiliary variables : One at
the stage of selection of the sample and the other at the estimation stage
and then considering. the best linear combipation of the probability
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proportional to size (PPS) estimator and the ratio estimator, Agarwal
and Kumar [1] reported the following estimator

_/1 - . -

Yagx = Kin + (1 — K) (iiafva) ¥ : (L.1)

for estimating population mean ¥ of the study character y, where K is a
suitably chosen constant. :

The minimum MSE of I’AK to the first degree of approximation, obta-
ined by Agarwal and Kumar [1] is given by

Yz - oo ) :
= Ci(1 — ofy) o (1.2)

A
Min. MSE (Y4x) =

Following Srivastava and Jhajj [3], Jhajj and Srivastava [2] formulated -

a class of estimators for ¥ when sampling is done by the method of
probability proportional to a suitable size variable which is different
- from the auxiliary variable used at the estimation stage, as

Yas = ia t (W, 2), (1.3)

where't (W, Z)'is a function of W and Z such that
£(1,1) =1 ‘ : )

and also satisfies certain regularity conditions.

. ) A , . )
The minimum MSE of Yus obtained by Jhajj and Srivastava [2], to the
first degree of approximation, is given by

~ e - — )2
Min. MSE (¥ss) = = ¢z [1- ¢}, - {;2"_\31_“’1’) s

In this paper we have defined a class of estimators of the population
mean Y when the sampling is done by the method of probability propor-

tional to suitable size variable which is different from the auxiliary -

variable used at the estimation stage. Asymptotic expressions for bias
and MSE of the proposed class of estimators have been obtained. It has
* been'shown that the minimum MSE of the suggested class of estimators

is less than those of Yax and Yas considered by Agarwal and Kumar (1}
and Jhajj and Srivastava (2) respectively. "
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* 2, The Class of \Estimators

Consider the PPS samplmg scheme with replacement based on P,
‘ Then the proposed class of estlmators of ¥ is

» R | ] - B . o .
YHPS =h(17n pV Z ) ‘” -. : \(2-])

where 4 (iin, w, Z) isa functlon of u.., Wand Z’s such that

h(Yl 1)—Yh(,(Y1 1), . : L (2.2).
" hy (Y 1, 1) denotes the first order partial derivative with respect to n .
. about the point (¥, 1, 1). -

We assume that the function 4 (s, W, Z) is continuous and has conti-
nuous first and second order partial denvatwes "which are bounded ina
closed convex subset, S, of the three dimensional real: space contalmng‘ ‘

_ the point ¥, 1, 1.

~ Expanding the function 4 (@tn, W, Z) about the pomt (¥ 1, l) in a
second onder Taylor’s series, we have

YHPs——h(Yl D)4 (in—Y) hy (7, I, l)+(W—l)/11(Y1 1)
+(Z—1)hs(Y1 )

+ —[(un — 7)? oo (u,,, W=, Z*) + 2 (un — Y) (W— 1)
hoy (@, W*, Z¥%) . . . _
+ (W10 hy (a@,, W*, Z*) + z;.(W— D(Z—) h,z' (@, W*, Z*%)
+ 2 (n — V) (Z = 1)hoy (@ W, Z%) + (Z— 1) by
@) @Y

where @8 =1+ A(#,=~ ¥), W* = 1 +p (W—1), Z* =1+ 0
(z—l),0<A<1 o<p<l, 0<v<l and ho (Y, 1, 1), I (Y,
, 1), hy (v, 1, 1) denote the first order partial derivatives of. the function
h (%a. W, Z) at the point (s, W, Z) = (¥, 1, 1) and /g (63, W*, Z*), hyy
(@, W*, Z*), hoy (i, W*, Z%), hyy @2, W*, Z%), hy (@}, W*, Z*) and .
lz.,2 (7. W*, Z*) denote its second order part.al denvatlves at the: pom;
W* Z*‘)

~
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Substituting for fin, Wénd Z in tefms of ¢, 8 and 7 in (2.3) and using
(2.2) we have -
Yars = (Y + €) by (¥, 1, 1) + 8 by (7, 1, 1) + 0 ba (F, 1, 1)
+ %[?2 E? hoo (ﬂ:’ W*’ Z*) + 2 Y 58 hl)l (ﬁ:: W*s Z*)
+ 8% hy (@), W*, Z*) + 203 hyy (@,, W*, Z*%)
+ 27 e hog (3%, W*, Z%) ‘

+ 12 gy (ﬁ:, W*sr Z*):I - - ' | '(2'4-)
Taking expectation of both sides of (2.4), it is easily found that

(¥ues) = ¥ ho(¥, 1, 1) + 0 (nY). (2.5)

The mean squared error upfo terms of order n* of ?HP§ is given by

MSE (;7}11’5) =E (I:’HPS — )
=E[(P+ e+ 2¥) i} (%, 1, 1) + 2K (Y, 1,1)
2R EF LD+ P+ 2F )k (7,1, DA (F,1,1)
+ 28 (Y, L DB, LD+ 2(F+e)r
X he (¥, 1, ) by (T, 1,1) — 2 F{(F+ & he (T, 1, 1)
3T L)+ k(L DY, 2.6)
=[Y {1 +n?CYORT,1,1) —2h (Y, 1,1) + 1}
+HErFT L) +6-DBE1L D
F 2V CaCrlg (F,1, 1)y (Y, 1, 1) + 20, C” -
XL D (T, 1,0)+2F9Cuh (T, 1,1) by (7, 1, D]

which -is minimized for. o ' . X))

he (F,1,1) = %‘, S _. (2.8)
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-~ : . A}

. REC, D, : *(-2.9)"-

h; (Y 1, l) DCr
hqun—fﬂ%&; @10
i" . ) )
where R = 53 -D1 (pa 31 —-1), Dz = [ 4’“1 (B — 1) Puv], ;

! D3 = (Puy “1 — ¥)
and D= [(33 — Bl —-1 + n! C'2 {(pn — 51 - l) (1 — P -~ (“1 Pur— q,)x}]:w

Substltutmg from (2 8), (2. 9) and (2. 10) in- (2 7, the minimum mean -
squargd error of Ym-s up to terms of order n7%, is given by

Min - MSE (ans) _ '
¥ C{(1— Pﬁv) @, — B1 -1 — (""'“1 - q’)a]

= —

" [—m—1+wcmhw)m—m—n—mm4®m
(2. ll)'

The class of estimators deﬁned in (2.1) is very large Any paramettlc
functlon h (En, W, Z) satisfying (2.2) can generate an estimator of the -
class: If the parameters in & (%,, W, Z)-are so chosen that they satisfy
(2:8), (2.9) and (2.10), then the resulting estimator will have the asymp-
totic mean squared error given by (2.11). .

3. Theoretical Compafisons

It is well known that the variance of %, is - .

Var () = 7* —* 02 N

" From (1 2) and (3.1) we have )

Var (#) — Mm MSE (Y4x) = —-C,, oo . (3.2)
>0




and
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From (1.2) and (1.5) we have

f’. ] CE (11 Puy — ‘l’)’

Min - MSE(YAK) Mln MSB (YHS) @ B —1)"
2 — Y1

, (3.3)
>0, sincef, —B; —1>0

and from (1.5) and (2.11) we have

Min - MSE (Y#s) — Min - MSE (¥xzs)
o (B — B — 1) (1 — o) Ch — (e o — )2

= n (Ba — By — 1)2[1 + nt Cﬁ{l - Pﬁp — (% Puy ‘—'}I’)a(ﬁa—ﬁl_—l)_l}

>0 ' A 34
Thus we have the fo.llvowing ineql;ality :

Min . MSE (Pars) < Min - MSE (Yas) < Min - MSE (Yx) < Var ()
' (3.5) -

It follov;'s from (3.5) thac the proposed class of estim'at_ors Yups is more

efficient than those of 'I_’;_K and Yas envisaged by»Agarwal and Kumar [1]
and Jhajj and Srivastava [2], and the usual estimator %,.

It is to be noted that the minimum MSE of Yxs suggested by Jhajj
and Snvastava [2] would be less than that of the usual regression esti-

mator th =1, + b (X — v,.) b being the sample regression coefficient

of yon x ‘and the estimator YAK considered by Agarwal and Kumar [1]
if and only if puw Cu &y # P, where as the mmlmum MSE of the propos-

ed class of estimators YHPS is less than that of Yz, and YAK -even when
Pur Cu oy = ¢,

It can also easily be seen that the estimators of the form :

=Tt (W—1)+ o (Z~— 1) ‘ (3.6)

to = oy itn + o (W = 1) + o} (Z — 1) G3.7)

o SO
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. are the members of the proposed class YHPS in (2.1) but not of the class

YHs in (1.3) reported by Jhajj and Srlvastava [2] where w3y af and of
are suitably chosen constants :

~ -

The conclusron is‘that the proposed c]ass ‘of estlmators Yups is. more

' efficient and wider than the classes of estimators Yax in (1.1) and. YHs in
(1.3) forwarded by Agarwal and Lumar [1] and Jhajj and Srivastava [2]
. respectively.

4. The Bias

" To obtain the bias of Ygps; we. assume that the third partial deriva-

. tives of i (%, W, Z) also exist 'an‘_d are continuous and bounded in a _:
closed convex subset, S, of three dimensional real space containing the

“point (¥, 1, 1). Then expanding 4 (%,; W, Z) around, (Y, 1, 1) to third
order “Taylor’s series and taking expectatlons, we obtain the bias of

YHPS up to terms of order nt

Y

Bias (?H_ps) (P L) =1} 4 RX c. hm, (Y L

4 2 CCh (T 1L 1) + 20 G, Izog(Yl 1)
RO, l)-1—2a1th12(Y1 )

F @ -Dhe (L LD S

A Whefe hl]ll (?, 'l, l)) hnl (?-, 1: l)’ h0‘2 (T” l) I)Jhll (—)79 la 1)’ h12 ()_,; la 1) -

and Ay (Y, 1, 1) denote _second partial derivatives -of the function
h (iin, W, Z) at the point (¥, 1, 1). Thus it is ‘seen that the bias of the

estimator Yups also depends upon the second partial derivatives of the

function 4 (iis, W, Z) at the point (¥, 1, 1) and will be different for

different asymptotic bias of any estimator of the class (2 l)
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